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Motivation	&	Contribution
1)	Improving	stationary	mixing	efficiency	in	SGMCMC	by	leveraging	a	
generalized	(potentially	heavy-tailed)	kinetics.
2)	Alleviating	numerical	issue	and	satisfying	conditions	for	stationarity	
by	leveraging	smooth	version	of	generalized	kinetics.
3)	Ameliorating	convergence	issue	by	introducing	additional	first	order	
dynamics	and	stochastic	resampling.
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Convergence	issue	and	remedies

Deep	models
Discriminative	RBM	&	Recurrent	Neural	Networks.	Assuming
flat	prior.	5000	MC	samples.	

MGHMC
Hamiltonian	Monte	Carlo (HMC)	leverages	Hamiltonian	dynamics	

to	propose	new	samples	for	x	from																															,	driven	by	the	
following	partial differential	equations	(PDE):	

Conclusion
Scalable	MCMC	inference	with	generalized	HMC	variants.

Future	direction:	
Adaptive	selection	of	monomial	parameters
Connection	to	optimization	methods.


