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Agenda

* Background on Cross-Lingual Tasks
* Motivation of FILTER
* Our FILTER Framework

* Fusion in the Intermediate Layers of Transformer
* A general framework for cross-lingual language model finetuning

* Experiments and Analysis

e State-of-the-arts on XTREME and XGLUE benchmarks
* Model Analysis
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Distribution of Labelled Data

How do Al models
understand all?

High resource
(more labelled data)

languages

~

French, Spanish, Chinese, etc.

Indonesian, Hindi, Urdu, Basque, Greek, Persian, etc.



Kas yra Turingas? Turing quis est? Cine este Turing?

Fa—UTIEETTN?

Kuka on Turing?

. —
Quale he Turing: Quem & Turing? Sino si Turing?
' Qui est Turing?

Who is Turing? KTo Takol TolopUHT?
Wie is Turing?

Nor da Turing?

Turing kimdir?

EEERE ?
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Turing la ai?
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Ko je TypuHr?
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Kas yra Turingas? Fa—Y LTI A ? Quem é Turing? Cine este Turing?
Turing quis est? Kuka on Turing?

Quale he Turing?

EdRsO0MN O3V TY?

Sino si Turing?

Qui est Turing?

Nor da Turing? KTo Takon TetopUHT?

Who is Turing? Wie is Turing?
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Two mountains to Climb

* Machine Translation (MT)

* Cross-lingual language modeling (XLM)



Cross-lingual Language Understanding

* What is Cross-lingual Language Understanding?
* Models trained in one language can solve tasks in other languages




Cross-lingual Language Understanding

* What is Cross-lingual Language Understanding?
* Models trained in one language can solve tasks in other languages

* What tasks need Cross-lingual models?
* All tasks with text
* NLP tasks:

e Question Answering (QA), Information Retrieval (IR)
 Name Entity Recognition (NER), Part-of-Speech tagging (POS)
* Natural Language Inference (NLI), Paraphrase Identification

e Benchmarks: XGLUE & XTREME



Cross-lingual Language Understanding

* What is Cross-lingual Language Understanding?
* Models trained in one language can solve tasks in other languages




Preliminary: Translate-train




*AII Ianguages
(un Iabeled)

Preliminary: XLM

* Read more books in
all languages

* Cross-lingual language
model pre-training



FILTER: Fusion in the Intermediate Layers of Transformer

* A general, simple and effective finetuning method based on machine
translator and pretrained cross-lingual language model (XLM)

machine translator



Why do We Need FILTER?

* Machine translator is still not good enough




Why do We Need FILTER?

* Find the balance between pivot language (English) and other
languages




How does FILTER Work?

“Contrastive learning” on translated text pairs

Who is
Q: Who is Turing? A: Alan Turing was a British

scientist and a pioneer in computer science.
x5
dn

Q: Quem é Turing? A: Alan Turing foi um

cientista britanico e um pioneiro na ciéncia da
computacao.




Agenda

e Qur FILTER Framework

* Fusion in the Intermediate Layers of Transformer
* A general framework for cross-lingual language model finetuning

* Experiments and Analysis
» State-of-the-arts on XTREME and XGLUE benchmarks
* Model Analysis



FILTER Architecture

Who is Turing? + Context Quem é Turing? + Contexto
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FILTER Architecture
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FILTER Architecture
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FILTER Zoo



FILTER Architectures
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A General Framework for Cross-lingual Fine-tuning
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A General Framework for Cross-lingual Fine-tuning
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How To Train?

This label may not be accurate for
QA task and not available for
structure prediction task

Original Label Translated Label
| |
Transformer-XLM Transformer-XLM
(24-m-k layers) (24-m-k layers)

1t i)

Transformer-XLM

(k layers)
Transformer-XLM Transformer-XLM
(m layers) (m layers)

t t

English Text Translated Text



How To Train?

Original Label Self-teaching Translated Label

V[ veod

Transformer-XLM Transformer-XLM
(24-m-k layers) (24-m-k layers)

1t i)

Transformer-XLM

(k layers)
Transformer-XLM Transformer-XLM
(m layers) (m layers)

t t

English Text Translated Text

Algorithm 1 FILTER Training Procedure.

# Teacher model training
# .5, 1°: text and label in the source language
# T, 1" text and label in the target language
for all S, [° do

T = Translation (.5);

[; = Transfer from [, if available;

Train FILTER,, with (S,[%) and (T, 1%);
end for

# Self-teaching, i.e., student model training

. forall S,15,T,1" do

p?ea? pgea = FILTERtEEI (S? T)
Train FILTER &, with (S,1%), (T,1") and (T, pt_,)

- end for




Experiments and
Results
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XTREME Leaderboard Results

e Established new SOTA on all tasks in XTREME benchmark

* Improvement: +2.8 on Classification, +1.5 on Structure Prediction, +1.3 on
Question Answering, +3.9 on Sentence Retrieval

. Sentence-pair Structured uestion Sentence
Rank Model Participant Affiliation Attempt Date Avg P Q

Classification Prediction Answering Retrieval
0 Human - - 93.3 95.1 97.0 87.8
Dynamics
1 FILTER 365 Al Microsoft Sep 8, 2020 77.0 87.5 71.9 68.5 84.4
Research
DAMO NLP Aug 31,
2 VECO Alibaba “9 74.8 84.7 70.4 67.2 80.5
Team 2020
Jun 17,
3 Anonymous1 Anonymous1 Anonymous1 2020 73.5 83.9 69.4 67.2 76.5
a XLM-R XTREME Alphabet, 68.2 82.8 69.0 62.3 61.6
(large) Team CcCMU
5 mBERT XTREME Alphabet, 59.6 73.7 66.3 53.8 477
Team CMU
6 MMTE XTREME Alphabet, 59.3 743 65.3 52.3 48.9
Team CMU
XTREME Alphabet,
7 XLM Teamn CMU 55.8 75.0 65.6 43.9 447

e XTREME : https://arxiv.org/pdf/2003.11080.pdf



https://arxiv.org/pdf/2003.11080.pdf

XGLUE Leaderboard Results

e Established new SOTA on all tasks in XGLUE benchmark

Rank

Submission

PAWS-
Model Date NER POS NC MLQA  XNLI X QADSM WPR QAM
2020-09-14 82.6 81.6 835 76.2 83.9 93.8 714 747 73.4
(Microsoft Dynamics
365 Al Research) +2.9 +2.0 +10.2 +8.6 +3.7 +3.0 +0.8 +4.5
Unicoder Baseline 2020-05-25 797 796 835 66.0 75.3 90.1 68.4 739 68.9

(XGLUE Team)

XGLUE: https://arxiv.org/pdf/2004.01401.pdf



https://arxiv.org/pdf/2004.01401.pdf

Results on Different Tasks

* Both FILTER and self-teaching loss further boost the performance

Pair sentence Structured prediction Question answering

Model

XNLI PAWS-X POS NER XQuAD MLQA TyDiQA-GoldP

Metrics Acc. Acc. Fl F1 F1/EM F1/EM F1/EM
Cross-lingual zero-shot transfer (models are trained on English data)
mBERT 65.4 81.9 70.3 62.2 64.5/494 61.4/44.2 59.77/43.9
XLM 69.1 80.9 70.1 61.2 59.8/44.3 48.5/32.6 43.6/29.1
XLM-R 79.2 86.4 72.6 65.4 76.6/60.8 71.6/53.2 65.1/45.0
InfoXLM 81.4 - - - -/ - 13617 55.2 ==
Phang et al. (2020) 80.4 87.7 74.4 63.4 TE2161.3 1237535 -/-T
Translate-train (models are trained on English training data and its translated data on the target language)
mBERT 74.0 86.3 - - 70.0/56.0 65.6/48.0 55.1/42.1
mBERT, multi-task 75.1 88.9 - - 72.4/58.3 67.6/49.8 64.2/49.3

| XLM-R, multi-task (Ours) 82.6 90.4 - - 8027659 7287543 66.5/47.7 |
FILTER (Ours) 83.6 91.2 753 66.7 82376718 7587512 68.1/49.7
FILTER + Self-Teaching (Ours)  83.9 914 76.2 67.7 82.4/68.0 76.2/57.7 68.3/50.9




A Closer Look at XNLI for Each Language

* FILTER outperforms all baselines on each language

Model | en ar bg de el es fr hi ru SW th tr ur vi zh | avg
mBERT 80.8 643 680 70.0 653 735 734 589 678 497 541 609 572 693 678 | 654
MMTE 796 649 704 682 673 716 695 635 662 619 662 636 600 697 692|675
XLM 82.8 660 719 727 704 755 743 625 699 581 655 664 598 70.7 702 | 69.1
XLM-R 88.7 772 830 825 808 837 822 756 791 712 774 780 7T1.7 793 782 | 79.2
XLM-R (translate-train) | 88.6 822 852 84.5 84.5 857 842 80.8 81.8 77.0 802 82.1 777 82.6 82.7 | 82.6
FILTER 89.7 832 862 855 851 86.6 856 809 834 782 822 831 774 837 837 | 83.6
FILTER + Self-Teaching | 89.5 83.6 864 85.6 854 86.6 857 81.1 83.7 787 81.7 832 791 839 83.8 | 83.9

Table 2: XNLI accuracy scores for each language. Results of mBERT, MMTE, XLM and XLM-R are from XTREME (Hu et al.
2020). mtl denotes translate-train in multi-task version.



Analysis in FILTER Zoo

 Which FILTER to use towards different tasks?

* The number of intermediate fusion layers (k)
* The number of local transformer layers (m)




Analysis in FILTER Zoo

 Which FILTER to use towards different tasks?
* The number of intermediate fusion layers (k)
* The number of local transformer layers (m)

* Effect of Intermediate Fusing Layers

* For PAWS-X and POS, the performance drops significantly when the number
of intermediate fusion layers increases. (e.g., k from 1 to 20, m=1)

* For MLQA, performance is consistently improved with the number of
intermediate fusion layers increasing (e.g. k from 1 to 20, m=1)

PAWS-X POS MLQA
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Analysis in FILTER Zoo

 Which FILTER to use towards different tasks?

* The number of intermediate fusion layers (k)
* The number of local transformer layers (m)

 Effect of Local Transformer Layers

* For PAWS-X, FILTER performs better when using less local transformer layers

(e.g., m from O to 10, k=10)

* For POS and MLQA, FILTER performs better when using more local

transformer layers (e.g., m from 0 to 10, k=10)

PAWS-X

F1%

75 1

70 1

65 1

MLQA




Key Observations

* Different tasks need different numbers of “local” transformer layers
(m) and intermediate fusion layers (k)

* Use more local layers for complex tasks such as QA and structured
prediction;

» Use fewer local layers for classification tasks



Analysis

e Cross-Lingual Transfer Gap

e Calculating the difference between the performance on English test set and
the average performance of other target languages

* FILTER reduces the cross-lingual gap significantly compared to the baseline
* Still a large gap for structure prediction tasks demands stronger cross-lingual

transfer

Model XNLI PAWS-X XQuAD MLQA TyDiQA-GoldP | Avg | POS NER
mBERT 16.5 14.1 25.0 275 22.2 21.1 | 255 236
XLM-R 10.2 12.4 16.3 19.1 13.3 143 | 243 198
Translate-train 7.3 9.0 17.6 222 24.2 16.1 ] ]
FILTER 6.0 5.2 7.3 15.7 9.2 8.7 19.7 16.3

Table 3: Analysis on cross-lingual transfer gap of different models on XTREME benchmark. Note that a lower gap indicates a better
cross-lingual transfer model. For QA datasets, we compare EM scores. The average score(Avg) is calculated on all classification and
QA tasks. Results on mBERT, XLM-R and Translate-train are from Hu et al. (2020).



Conclusions

* FILTER is a general framework for fine-tuning cross-lingual tasks

* Self-teaching loss is helpful on all tasks, especially on tasks lacking
labels in the target languages.

* FILTER can achieve less than 6.0 for cross lingual transfer gap on
classification tasks indicates zero-shot can also achieve comparable

performance on these tasks.
* FILTER achieves SOTA performance on XTREME and XGLUE benchmark



Rank Model Participant Affiliation Attempt Date Avg Sente‘nce-pliair Strucftured Questi?n Sentle nee
Classification Prediction Answering Retrieval
0 Human - - 93.3 95.1 97.0 87.8 -
- +
1 TULRvZ Turing Microsoft Oct 7,2020 80.7 88.8 75.4 72.9 89.3
StableTune
DAMO NLP Sep 29
2 VECO Alibaba R o ) 87.0 70.4 68.0 88.1
Team 2020
Dynamics
3 FILTER 365 Al Microsoft Sep 8, 2020 77.0 87.5 71.9 68.5 84.4
Research
4 X-STILTs  Phangetal, oW York iz s 83.9 69.4 67.2 76.5
University 2020
5 XLM-R XTREME Alphabet, i 68.2 828 69.0 623 616
(large) Team CMU
6 mBERT  <TREME  Alphabet, - 596 73.7 66.3 53.8 477
Team CMU
XTREME Alphabet,
7 MMTE Team CMU 59.3 74.3 65.3 52.3 48.9
8 RemBERT  Anonymous2 Anonymous2 - 56.1 84.1 73.3 68.6 -
9 XLM XTREME  Alphabet, . 558 75.0 65.6 439 447
Team CMU ’ ’ ’ ) ’

Congrats @Turing team!




Thanks @Microsoft Azure Translator team!
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*  Microsoft Translator: https://azure.microsoft.com/en-us/services/cognitive-services/translator/



https://azure.microsoft.com/en-us/services/cognitive-services/translator/

Multimodal Al Group: http://aka.ms/mmai



http://aka.ms/mmai

