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Factual Inconsistency in Abstractive Summaries

● On average, 8 - 30% of abstractive summaries by different systems are 

factually inconsistent w.r.t the source document (Kryscinski et. al., 2019)

● Need models to improve the factual consistency

2

CNNDM Source Bottom-up Summary

(CNN) About a quarter of a million Australian homes and 

businesses have no power after a ``once in a decade" 

storm battered Sydney and nearby areas. About 4,500 

people have been isolated by flood waters as ``the roads 

are cut off and we won't be able to reach them for a few 

days,"...

a quarter of a million australian homes 

and businesses have no power after a 

decade.

https://arxiv.org/pdf/1910.12840.pdf


What is SpanFact?

● A suite of two neural-based factual correctors
○ Post-editing models follows the principle that a summary should be 

■ Informative (e.g. high ROUGE w.r.t. reference summary)

■ Correct (high factual scores w.r.t. the source document) 
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What is SpanFact?

● A suite of two QA-inspired factual correctors  
○ Focus on entity-type error correction, a major source of hallucinated errors in abstractive 

summaries (Kryscinski et. al. 2019; Maynez et al., 2020)

○ Performing span selection to replace wrong entities
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CNNDM Source

(CNN) About a quarter of a 

million Australian homes and 

businesses have no power after a 

``once in a decade" storm 

battered Sydney and nearby 

areas. About 4,500 people have 

been isolated by flood waters as 

``the roads are cut off and we 

won't be able to reach them for 

a few days,"...

Bottom-up Summary

a quarter of a million australian 

homes and businesses have no 

power after a decade.

Corrected by SpanFact

about a quarter of a million

australian homes and businesses 

have no power after a ``once in 

a decade" storm.

https://arxiv.org/pdf/1910.12840.pdf
https://arxiv.org/abs/2005.00661


Why SpanFact as a Post-editing Model? 

● Designing a fact-aware summarization model is expensive

● Hard and slow to incorporate latest advances in NLP (e.g. pre-trained 
models) 

● Hard to achieve SOTA performance
○ Small boosts on factual scores  (Kryscinski et. al. 2019; Wang et al., 2020)

○ Huge ROUGE drop of 12-35% (Cao  et  al. 2018; Zhu et al., 2020)

We propose:

Light-weight post-editing correctors that work on any abstractive systems 
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https://arxiv.org/pdf/1910.12840.pdf
https://arxiv.org/abs/2004.04228
https://arxiv.org/abs/1711.04434
https://arxiv.org/abs/1711.04434


SpanFact: Inspired by QA for Reasoning 

● QA systems have been already 

successfully used for factual 

consistency evaluation (Wang et 

al., 2020; Durmus et al.,2020)

● Pre-trained QA models achieve 

high performance on extractive 

QA (90%+ on SQuAD)

QAGS Wang et al., 2020
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https://arxiv.org/abs/2004.04228
https://www.aclweb.org/anthology/2020.acl-main.454/
https://arxiv.org/abs/2004.04228


QA-Span Iterative Model
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qt…q2q1 qt+1 qt+2 … qm

Summary si  at time step i

At time step I, we mask the i-th 

Entity to for a single-mask query

[MASK]…q2q1 qt+2 … qm[CLS] [SEP] x1 x2 … xn

yi1…q2q1 yi2 qt+2 … qm

Updated summary si+1

BERT

yi=[xs:xe] end pointer

start pointer

T loops



Auto-regressive Model
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qt…q2q1 qt+1 qt+2 … qm

BERT

We mask all T entities to form a 

Multi-mask query

[MASK]…q1 … qm[CLS] [SEP] x1 x2 … xn
[MASK][MASK]

Transformer decoder + Two Pointer

s1,e1

h[CLS] hM1

sM1=[hs1:he1]

s1,e1

sM1 hM2

sM2=[hs2:he2]

sT,eT

sM(T-1) hMT

sMT=[hsT:heT]

…



Training Data Creation

Learn to predict multi-token span for factual consistency correction
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Datasets and Abstractive Summarization Models 

Summaries generated by abstractive summarization models are used as queries 

for error correction 

● CNN/DailyMail (Hermann et al., 2015)

○ BertSumAbs, BertSumExtAbs, TransformerAbs (Liu and Lapata, 2019)

○ Bottom-up (Gehrmann et al., 2018)

● XSum (Narayan et al., 2018) 

○ BertSumAbs, BertSumExtAbs and TransformerAbs (Liu and Lapata, 2019)

● Gigaword (Graff et al., 2003; Rush et al., 2015)

○ pointer-generator (See et al., 2017)

○ base and full GenParse models (Song et al., 2020)
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https://arxiv.org/abs/1506.03340
https://arxiv.org/abs/1908.08345
https://arxiv.org/abs/1808.10792
https://www.aclweb.org/anthology/D18-1206.pdf
https://arxiv.org/abs/1908.08345
https://catalog.ldc.upenn.edu/LDC2003T05
https://arxiv.org/abs/1509.00685
https://arxiv.org/abs/1704.04368
https://arxiv.org/abs/1911.10389


Factual Correction Baseline

Two-encoder Pointer Generator (Split Encoder) (Shah et al., 2020)

● Masking all the entities in the system summary 

● Uses dual encoders to copy and generate from both the source and the 
masked query for fact update

● Regenerate the mask query based on the source (generate one token at a 
time)

Our model’s advantage:

● Local edits only on the masks

● Multi-token span selections
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https://arxiv.org/abs/1909.13838


Evaluation Metrics

● Informativeness 

○ ROUGE -1,-2,-L

● Factual Consistency 

○ FactCC (Kryscinski et. al. 2019)

■ Classifier trained on weakly-supervised data

■ Decide whether a claim sentence is factually consistent with the source

○ QAGS (Wang et al., 2020)

■ F1 scores based on matched answers from the source and the generated summary

■ Answers generated from a summary should be similar to those generated from the 
source

■ We use our reimplementation QAQG, as the code and model were not available
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https://arxiv.org/pdf/1910.12840.pdf
https://arxiv.org/abs/2004.04228


Results on CNNDM

● Our models QA-Span and Auto-
regressive 

○ Boost factual consistency measures 
(QGQA and FactCC) by large 
margins

○ with only small drops on ROUGE 
(important content selection)

● QA-Span (iterative model) is 
better than Auto-regressive 
model

● Similar trends on Gigaword
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Results on XSum

● Our models boost factual 
consistency measures by large 
margins with a slight drop in 
ROUGE

● XSum is for extreme 
summarization, many entities in 
the reference are not in the 
source

● Auto-regressive model performs 
better
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Human Evaluation 

Pairwise comparison of CNNDM 
summaries enhanced by different 
correction strategies

● Three annotators for each pair 

● summaries from our two models are 
chosen more frequently as the factually 
correct one compared to the original.

● The preferences are comparable between 
iterative and auto-regressive correction 
models
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In Summary
Post-editing correctors 

● Based on QA systems (pre-trained QA 

model)

● Performing span selection to replace 

wrong entities

Work on any abstractive systems
● Boosts on factual scores  

● Without sacrificing ROUGE

Future Work:
● Errors beyond entities

● Generalization beyond domains that QA 

models are trained on
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Thank You! 

Please attend our Q&A session
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