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Motivation

Relation-Aware Graph Attention Network (ReGAT)

» Most previous work on VQA focused on multimodal Image Encoder _ 5°unding Relation Encoder
_ o . Box Features
fusion to learn a joint representation of a sparse set F————— === —_————— B T ——— — ;
of image regions and the auestion FasterR-| [|r1 [, Semantic Relation Encoder 1 Spatial Relation Encoder |l Implicit Relation Encoder )
g. X .q : : : | Initial - Updated ' Initial . Undeew | Initial -~ Updated |
* Interactions between different objects in the image PO . s 2L peE 1) pad |} p
(e.g., actions and relative geometrical positions) are Features : T i © i Sunglasses : : Sunglasses Sunglasses : : Sunglasses Sunglasses:
not considered A O ) -}?D X |
. . . . — E— i ) I cover -
* Visual object relations can aid the VQA task by | VEATnS i At : : | K': : : Kid :
. . . . . . , \ I
interpreting the dynamics and interactions between “\Wkiats on th : e 5 i : | S K . : ] |
: : : : id’ " - _ I ~ \\Intersect -\ \intersect |
different objects in an image Kig's head o : eating @'Att2 (@) | eating)_ | & sect seet \‘: v | :
. . ” L U2 B ! ’
 Different types of relations can be formed between | Question | o ™ | | . \C,, | N 1} o
: : : : : Encoder | sandwich Sandwich | | Sandwich Sandwich , |  Sandwich Sandwich
objects in each image, the importance of which should L — - —— — — F——— = - - —— = m—————— == e e = = — T——————— =
differ given different questions Bounding Box Features ; ; ;
Convolutional Features 7 —
] Question Features R—— L :

Each question is encoded as a feature vector through a GRU

Each image is encoded as a graph (objects as nodes and relations as edges)
Relation-aware representations are learned via Question-adaptive Graph
Attention: absorb semantic information from questions to capture
relations that are most question-relevant

Q: Where is the clock?
A: On the top of the tower.

Q: What is the man in blue hat holding?
A: Bat.

(a) Spatial Relation (b) Semantic Relation

Experimental Results

Spatial Relation Features Implicit Relation Features

ons: Spatial and Semantic relations are obtained from a rule-
based classifier and a pretrained classifier on Visual Genome, respectively
Implicit relations are learned dynamically during the training process

The relation-aware image representations are then fused with question
representation through multimodal fusion to predict an answer

Explicit relati

Quantitative Results

Achieved state-of-the-art performance on both
VQA 2.0 and VQA-CP v2, generalizable to different

Consistent performance gain when combining ReGAT
with different fusion methods
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Table 1. Results on VQA Benchmark
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Q: Where is the vase?
A: On the table

Table 2. Results on VQA-CP Benchmark Table 4. Ablation Study on Question-adaptive Graph

Attention (VQA val)

Each relation type contributes to a better °
alignment between regions and questions

(a) Semantic Relation

(b) Spatial Relation

(¢) Implicit Relation

Visualization

Question-adaptive Graph Attention produces

sharper attention maps and focuses on more
reIevant reglons

Q: What type of tree is the
man standing close to?

Q: Are the wires in the
back neatly organized?

Q What is the man
pushing?
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Q: What is he holding?
A: Tennis Racket

Baseline
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(a) Semantic Relation (b) Spatial Relation  (¢) Implicit Relation



