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Motivation	&	Contribution
1)	Estimating	a	distribution	over	sentences	from	a	corpus,	then	use	it	
to	sample	realistic-looking	text.
2)	Ameliorating	mode-collapsing	issue	associated	with	standard	GAN	
training.
3)	Discretization	approximations	for	text	modeling

Moment	matching	comparison

Results:	empirical	evaluation

Interpolation	in	latent	space

Introductions
Generative	adversarial	network	(GAN)	aims	to	obtain	the	

equilibrium	of	the	following	optimization	objective:

Minimizing	the	Jenson-Shannon	Divergence	(JSD)	between	
the	real	data	distribution	and	the	synthetic	data	distribution.	

TextGAN	objective
We	adopt	a	feature	matching	approach	instead	of	vanilla	

GAN	objective.	Specifically,	we	consider	the	objective

MMD	objective

Discretization	approximation

Quantitative	comparison

Conclusion

Alternative	objective


