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• VLP has achieved great success; however, the large number of parameters in 
such models hinder their application in practice

• Model efficiency: Can we prune a large pre-trained VL model while preserving 
its performance and transferability?



Lottery Ticket Hypothesis (LTH)

• We aim to answer this question via the 
lens of lottery ticket hypothesis, which 
states that deep neural networks contain 
small matching subnetworks that can 
achieve on par or even better 
performance than the dense networks 
when trained in isolation

• Winning tickets are typically found via 
unstructured Iterative Magnitude Pruning 
(IMP)

• LTH has been extensively studied for image 
classification, and recently been 
introduced to NLP, GAN, GNN etc.
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• LTH has not been introduced to VL tasks yet, it could be a powerful tool to 
understand the parameter redundancy in the current prevailing VLP models

• To start, we focus on UNITER, and then extend our analysis to LXMERT and ViLT
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• Downstream tasks: VQA, VCR, GQA, NLVR2, visual entailment, referring expression 
comprehension, and image-text retrieval



Questions We Aim to Answer 

• Existence: Can we draw winning tickets successfully for various VL tasks?

• Use pre-trained weights as model initialization for task-specific finetuning 

• Use IMP to draw tickets for each VL task

• Transferability: Can we find tickets that transfer universally to all VL tasks?

• Perform IMP on the pre-training tasks using the pre-training data

• Analyze the transfer behavior among all the tasks

• Compatibility: Do the LTH observations on UNITER still hold when switching to 
different backbones (e.g., LXMERT, ViLT), and training strategies (e.g., 
adversarial training)?
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Our Empirical Findings

• VLP can play lottery tickets too: “Relaxed” winning tickets that match 99% of the 
full accuracy can be found at 50%-70% sparsity across all the VL tasks

• One ticket to win them all: Matching subnetworks found via IMP on pre-training 
tasks transfer universally. Interestingly, matching subnetworks found on each 
downstream task also transfer to other tasks well

• Different VLP models behave differently: The highest sparsity we can achieve for 
ViLT is far lower than LXMERT and UNITER (30% vs. 70%)

• Playing lottery tickets adversarially:  Sparse winning tickets can also be 
identified with adversarial training, with enhanced performance



VLP Can Play Lottery Tickets Too

• Q1: Are there winning tickets in UNITER?
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• Q1: Are there winning tickets in UNITER?



VLP Can Play Lottery Tickets Too

• Q2: Are winning tickets sparser than randomly pruned or initialized subnetworks?



VLP Can Play Lottery Tickets Too

• Q3: Does rewinding improve performance?

After obtaining the masks, 

instead of resetting the weights 

to θ0, one should rewind the 

weights to θi, the weights after i
steps of training



One Ticket To Win Them All

• Q4: Do winning tickets found on pre-training tasks transfer?



One Ticket To Win Them All

• Q5: Do winning tickets found on downstream tasks transfer? 



One Ticket To Win Them All

• The universal  subnetwork at 60%/70% sparsity matches 98%/96% of the full accuracy 
over all the tasks, effectively serving as a task-agnostic compressed UNITER model.

• This number changes to 99%/97% if the VCR task is not counted in.



Intriguing Properties of the Found Masks

• Mask similarity:                         no clear patterns in the similarity of learned masks



Lottery Tickets Results of LXMERT and ViLT

• Q6: Do different VLP models behave differently?

• The highest sparsity we can achieve for ViLT is much lower (30% vs. 70%)



Lottery Tickets Results of LXMERT and ViLT

• Q6: Do different VLP models behave differently?

LXMERT

ViLT



Lottery Tickets with Adversarial Training

• Q7: Can VLP models play lottery tickets adversarially?

Enhancing lottery tickets 
with adversarial training

Finding lottery tickets 
with adversarial-training-
based IMP



Limitations of This Study

• Efficiency: We mainly focused on the scientific study of LTH. For future work, we 
plan to investigate the real speedup results on a hardware platform that is friendly 
to unstructured pruning

• Object Detection: For UNITER/LXMERT, we studied the LTH for multimodal fusion, 
while keeping the object detection module untouched. In terms of end-to-end 
VLP, we focused on ViLT. For future work, we plan to study the LTH of object 
detection and other end-to-end VLP models.



Future Directions

• Early-bird lottery tickets: Identifying structured sparsity patterns early in the 
training, rather than repeating the train-prune-retrain cycle with unstructured 
pruning for real speedup

• Data-free pruning: Obtain trainable sparse neural networks at initialization before 
the main training process based on some salience criteria. 

• Dynamic sparse training: Sticking to a fixed small parameter budget, grow and 
prune subnetworks on the fly throughout the entire training process
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