
• Shared parameters for the generator models:

𝑓𝜶 ∙ = 𝑓𝝓(𝟎, ∙ ), 𝑓𝜷 ∙ = 𝑓𝜽(𝟎, ∙ ) (3)

where 𝟎 is an all-zero tensor with same size as 𝒙 or 𝒚.

• When paired data (𝑝5) not available, cycle consistency 
is imposed:  

(4)

• Extension to multiple domains:
𝑝 𝒙, 𝒚, 𝒛 = 𝑝𝜶 𝒙 𝑝𝝂 𝒚 𝒙 𝑝𝜸 𝒛 𝒙, 𝒚

= 𝑝𝜷 𝒛 𝑝𝝍 𝒚 𝒛 𝑝𝜼 𝒙 𝒚, 𝒛 (5)
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Main Ideas

1) A new generative adversarial network developed for
joint distribution matching.

2) Sample from a fully-learned joint distribution: learn 
marginals and conditionals simultaneously.

3) The design includes two generators for the marginals, 
two generators for the conditionals, and a single 
softmax based discriminator.

4) Can be extended to joint distribution learning of 
three or more random variables. 

Model
• Learning marginals with original GAN:

min
𝜶

max
𝝎

ℒGAN 𝜶,𝝎 = 𝔼𝒙~𝑞(𝒙)[log 𝜎(𝑔𝝎(𝒙))]

+ 𝔼𝝐𝟏~𝑝 𝝐𝟏 [log (1 − 𝜎(𝑔𝝎(෥𝒙)))] (1)

where ෥𝒙 = 𝑓𝜶(𝝐1) is the synthetic data.

• JointGAN with 5-way discriminator:

min
𝜽,𝝓

max
𝝎

ℒJointGAN 𝜽,𝝓,𝝎

= σ𝑘=1
5 𝔼𝑝𝑘(𝒙,𝒚)[log 𝑔𝝎 𝒙, 𝒚 [𝑘]] (2)

where: 
𝑝1 𝒙, 𝒚 = 𝑞 𝒙 𝑝𝜽 𝒚 𝒙 , 𝑝2 = 𝑞 𝒚 𝑝𝝓 𝒙 𝒚 ,

𝑝3 = 𝑝𝜶 𝒙 𝑝𝜽 𝒚 𝒙 ,                    𝑝4 = 𝑝𝜷(𝒚)𝑝𝝓(𝒙|𝒚), 

𝑝5 = 𝑞(𝒙, 𝒚)

and 𝑔𝜔 𝒙, 𝒚 ∈ Δ4 has softmax on the top layer:

σ𝑘=1
5 log 𝑔𝝎 𝒙, 𝒚 𝑘 = 1,    𝑔𝜔 𝒙, 𝒚 [𝑘] ∈ (0, 1)

• The equilibrium for the minimax objective in (2) is 
achieved if and only if  𝑝1 = 𝑝2= 𝑝3 = 𝑝4 = 𝑝5.

Experiments

Framework


