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Adversarial Attacks in NLP

• Adversarial examples for QA [1]
• Adversarial examples for 

classification tasks [2]

[1] Wang, Boxin, Hengzhi Pei, Boyuan Pan, Qian Chen, Shuohang Wang and Bo Li. “T3: Tree-Autoencoder Constrained Adversarial Text Generation for Targeted Attack.” EMNLP (2020).
[2] Jin, Di, Zhijing Jin, Joey Tianyi Zhou and Peter Szolovits. “Is BERT Really Robust? A Strong Baseline for Natural Language Attack on Text Classification and Entailment.” AAAI (2020).



Understanding ML Robustness from the
Information-Theoretic Perspectives

[1] Tian et al. What makes for good views for contrastive learning. NeurIPS (2020)
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Robust Representation Learning for LM

• Goals:
• Maximize the mutual information between representation 𝑇 and label 𝑌

• Minimize the mutual information between input 𝑋 and representation 𝑇

• Maximize the mutual information between local “robust” feature       and 
global feature 𝑍

Task Objective

Information Bottleneck Regularizer



IB Regularizer

• Information Bottleneck (IB) As a Regularizer



IB Regularizer

• Information Bottleneck (IB) As a Regularizer

• Localized Information Bottleneck Formulation



IB Regularizer

• Relationship between Adversarial Performance Gap and Mutual 
Information between input 𝑋 and representation 𝑇



IB Regularizer Verification

• Adversarial robustness (i.e., the testing accuracy on adversarial 
examples) increases, as   increases and I(X; T) becomes lower



Robust Representation Learning for LM

• Goals:
• Maximize the mutual information between representation 𝑇 and label 𝑌

• Minimize the mutual information between input 𝑋 and representation 𝑇

• Maximize the mutual information between local “robust” representation 
and global representation 𝑍

Representation Learning

Information Bottleneck Regularizer

Local Anchored Feature Regularizer



Local Anchored Feature Extraction

• Use adversarial attack to determine the local “robust” features

• Increase the Mutual Information between local anchored 
features       and global features



• Evaluate the difference of mutual information between global and local 

features for models before and after adv training. 

• From the mutual information change, local anchored features are indeed 

more aligned with the global representation after adv training, which 

leads to a more robust model

Why local robust features are helpful



Complete Version

• The first term uses the standard task objective (e.g., Maximum Log Likelihood)

• The second term uses CLUB [1] to calculate the upper bound

• The last term uses InfoNCE as the lower bound 

Task objective

Information Bottleneck Regularizer
Local Anchored Feature 

Regularizer

[1] Cheng, Pengyu, Weituo Hao, Shuyang Dai, Jiachang Liu, Zhe Gan and L. Carin. “CLUB: A Contrastive Log-ratio Upper Bound of Mutual Information.” ICML (2020).



Experiments

• Evaluation against Different Adversarial Attacks
• Natural Language Inference (NLI)

• ANLI

• TextFooler

• Question Answering

• adv-SQuAD



Evaluation of Model Robustness (I) -ANLI



Evaluation of Model Robustness (II) -
TextFooler



Evaluation of Model Robustness (III) -
adv-SQuAD



Thank you!

Code

https://github.com/AI-secure/InfoBERT

Paper

https://arxiv.org/abs/2010.02329

https://github.com/AI-secure/InfoBERT
https://arxiv.org/abs/2010.02329

