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Language Model Pre-training

- Large-scale language model pre-training has become a central
training paradigm for NLP

- Parameter-counts are frequently measured in billions (e.g., GPT-3)
rather than millions (e.g., BERT)

Model _________[Company _______|Param.Count
GPT OpenAl 110M

BERT-Large Google 340M

GPT-2 OpenAl 1.5B

MegatronLM NVIDIA 8.3B

T-NLG Microsoft 178

GPT-3 OpenAl 175B

Switch-C Google 1.6T



Language Models are Few-Shot Learners

- By providing only a few in-context examples, GPT-3 with 175B
parameters has demonstrated strong few-shot performance
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[1] Brown, Tom, et al. "Language Models are Few-Shot Learners." In NeurlPS 2020.



Can GPT-3 also Benefit Visual Reasoning Tasks?
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Knowledge-Based VQA

- OK-VOA: A VQA benchmark requiring external knowledge not
present in the image to correctly answer the question

and Products

Vehicles and 1 Brands, Companies Objects, Material and
Transportation

Clothing ] [ Sports and Recreation ] [ Cooking and Food ]

-

Q: When was the soft drink Q: What is the material used Q: What is the sports position Q: What is the name of the

—— o —
| N\

Q: What sort of vehicle uses
this item? company shown first created? to make the vessels in this of the man in the orange shirt? object used to eat this food?
A: firetruck A: 1898 picture? A: goalie A: chopsticks

S == A: copper

Geography, History,
Language and Culture

Plants and Animals ] _ [ Weather and Climate ]

o R G
Q: What days might | most Q: Is this photo from the 50’s Q: What phylum does this Q: How many chromosomes Q: What is the warmest outdoor
commonly go to this building? or the 90's? animal belong to? do these creatures have? temperature at which this kind
A: Sunday A: 50's A: chordate, chordata A:23 of weather can happen?

A: 32 degrees

[1] Marino, Kenneth, et al. "Ok-vga: A visual question answering benchmark requiring external knowledge." In CVPR 2019.



Previous Methods vs. Ours

- Previous methods:

Separate two steps: knowledge retrieval
and reasoning

Using explicit and structured KBs

The retrieved knowledge might be noisy
and irrelevant to the question

The re-embedded knowledge features
during reasoning might deviate from
their original meanings in the
knowledge source

(a) Previous: separate knowledge retrieval and reasoning

o @ . .
‘ , 2 e Explicit external
O,/ ConceptNet °_ -'®*® % W knowledge
il Wt ‘o o L : o
pen \ : e Supervised training
oy WIKIPEDIA
Step 1: external knowledge retrieval e FrecEncydopedia
Question: What is the warmest
outdoor temperature at which this
. Supervised kind of weather can happen?
Knowledge ‘ Question ‘ Image training

Step 2: knowledge-image-q‘uestion reasoning




Previous Methods vs. Ours

- Previous methods:

Separate two steps: knowledge retrieval
and reasoning

- Our method:

PICa: Prompting GPT-3 via the use of
Image Captions

Treating GPT-3 as an implicit and
unstructured KB

4 shots outperform supervised SOTA

(a) Previous: separate knowledge retrieval and reasoning

I N v e Explicit external
O f @ " ‘e® o A knOWIedge
N/ ConceptNet : ' ‘/)
[ i P . ‘ VaalA_ <P e Supervised training
: WIKIPEDIA

The Free Encyclopedia

Step 1: external knowledge retrieval

!

Knowledge ‘

Question: What is the warmest
outdoor temperature at which this
kind of weather can happen?

Supervised
training

Question ‘ Image

Step 2: knowledge-image-q-uestion reasoning

(b) Ours: joint knowledge retrieval and reasoning

by prompting GPT-3 | 1-,_' iy
<«+— Image-to-Text 4—‘

e Implicit knowledge
in GPT-3
Few-shot w/o
parameter update

Image textual descriptions
Caption: People are standing in a parking lot with some umbrellas as it snows

Tag list: Umbrella, covered, person, people, street, ground, outdoor, snow, wheel

(1 textual
05 Frozen GPT-3

N-shot VQA H
__descriptions °

Question
examples

Prompting GPT-3 with textual descriptions for VQA



How Do We Prompt GPT-37?

- Convert images into textual descriptions (captions, tags)
- Produce the answer in an open-ended text generation manner

32 degrees . <EOS>
Frozen GPT-3

Input prompt to GPT-3

Context: A large sandwich on a [ Context: A plate of food is Conte?(t: Peogle g aduge
. el e a parking lot with some

Please answer the question + plate wuth pickles. served pontalnlng toast, soup, + [Chbralias oo Snok

according to the above context. Q: What is the largestus | =" and a pickle. O What is the warmest oltdeor
restaurant chain that sells this Q: What is the green vegetable te.m S e at which this Kind of
item? A: subway on this plate called? A: pickle P

weather can happen? A:

f f

Offline Image-to-Text

?

Prompt head In-context example 1 In-context example n



How to Enhance the Performance?

- In-context example selection
- "Better” in-context examples based on question and image similarity

select nearest neighbors
Test Prompt

encode Q: What county is Duluth Minnesota in?
[ What county is Frederick, MD in? )’ \\\\\\\\ A: St. Louis County

W, l= °

Y

Training Data !

[ What county is Duluth Minnesota in? ]

[Q: What county is Frederick, MD in? ]
A:

@ [ What Olympic athlete has won the most medals? ]
T

| encode

_________________

Frederick County

[1] Liu, Jiacheng, et al. "What Makes Good In-Context Examples for GPT-37¢, 2021.



When did this type of
transportation originate? transportation?
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When was this type
of transportation

invented?
What is the_ name o;‘ a popular When was this mode of The driver of this type of
skateE)rdln t”Ck- transportation invented? vehicle is called a what?
ek -
What is the scientific name of How common is this form of
those animals? transportation? unregulated?
Testing

question Random Question Question+image



How to Enhance the Performance?

- In-context example selection
- "Better” in-context examples based on question and image similarity

- Multi-query ensemble
- Merge predictions from multiple queries with different examples

Prompt-1: o Answer 1 ™\
example 1 --n

t
— >+ log prm(y)
rcl)mthr-l. , ] GPT-3 —_— Answer 2 >
example n+1 -- 2n [ Answer }
Prompt-k:

example (kn-n+1) -- kn AT 1< _/



PICa Outperforms Supervised SOTA by +8.6 Points

- PICa-Base: w/o In-context selection and multi-query ensemble
- PICa-Base (43.3) already surpasses SOTA (39.4)

- PICa-Full further boosts performance (48.0)

- Both captions and tags are useful for GPT-3 prompting

Method Image Repr. Knowledge Resources Few-shot || Accuracy
MUTAN+AN (Ben-Younes et al. 2017)  Feature Emb.  Wikipedia X 27.8
Mucko (Zhu et al. 2020) Feature Emb.  Dense Captions X 29.2
ConceptBert (Garderes et al. 2020) Feature Emb.  ConceptNet X 33.7
ViLBERT (Lu et al. 2019) Feature Emb.  None X 35.2
- KRISP (Marinoetal 2021) - _______ Feature Emb._ _ _Wikipedia + ConceptNet _ _ _ _ _ _ _________ X __1L-389 __
i MAVEX (Wu et al. 2021) Feature Emb.  Wikipedia + ConceptNet + Google Images X 394 |
_ Frozen (Tsimpoukelli et al. 2021)_ __ _ __ Feature Emb. _ _Language Model (7B) _ _ __ _____________/___|[__12.6 _
, PICa-Base Caption GPT-3 (175B) v 420
PICa-Base__________________QCaption+Tags GPT-3(175B)______________________+/ __|L__ 433 _
"pPICa-Full Caption GPT-3(175B) T/ 469
' PICa-Full Caption+Tags  GPT-3 (175B) / 48.0 |




How Many Shots are Enough?

- 4 shots outperform supervised state-of-the-art (39.4)
- More shots lead to better performance
- PICa outperforms Frozen by a significant margin

Method Image Repr. n=0 n=1 n=4 n=8 n=16 | Example engineering
(a) Frozen (Tsimpoukelli et al. 2021)  Feature Emb. 5.9 9.7 . 12.6 | T - X
(b) PICa-Base Caption 17.5 324 _._3_7_6_] 39.6 42.0! X
(c) PICa-Base Caption+Tags || 16.4 340 ,39.7 |4l 8 43.3) X
(d) PICa-Full Caption 177 403 | 44.8 | 146.1 4691 v
(¢) PICa-Full Caption+Tags || 17.1 408 1454 ''46.8 48.0. /




Why GPT-3 are So Powerful on OK-VQA?

- Encyclopedia and commonsense knowledge
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(‘a) When was t type of (b) Wen was this type of (c) Where can you get 1(d) Where does this (e) What animal do you

transportation invented? two wheeled vehicle ‘ hese? :vehicle stop? have to watch out for when
invented? \ : doing this sport?

Context: A blue and Context: A row of IContext: A shopping cart jContext: A blue and white Context: A man holding a

yellow train traveling down motorcycles parked next to illed with bananas and Itrain traveling down train  surfboard on top of a

train tracks. each other. jother items. :tracks. beach.

Answer: 1804 Answer: 1885 lAnswer: grocery store 1Answer: train station Answer: shark

GT Answer: ['1804', GT Answer: ['1885', {GT Answer: ['grocery’, IGT Answer: ['train station’, GT Answer: ['shark’,

'1804', '1804', '1804', '1885', '30’s', '1845', '"1915']ygrocery', 'supermarket’, :'train station’, 'train station', 'shark’, 'shark’, 'wave’,

'1800s'] I'store’, 'grocery store'] | 'station’, 'station’] 'shark’]

o e e e e e M e e e M e e e ey

Acc.: 1.0 Acc.: 1.0 }Acc.: 0.6 ’lAcc.: 1.0 Acc.: 1.0
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Why GPT-3 Are So Powerful on OK-VQA?

- GPT-3 also generates answer rationales reasonably well

)

(Aa) When was t type of (b) Wen was this type of (c) Where can you get (d) Where does this () What animal do you

transportation invented? two wheeled vehicle these? vehicle stop? have to watch out for when

invented? doing this sport?
Context: A blue and Context: A row of Context: A shopping cart  Context: A blue and white Context: A man holding a
yellow train traveling down motorcycles parked next to filled with bananas and train traveling down train  surfboard on top of a
train tracks. each other. other items. tracks. beach.
Answer: 1804 Answer: 1885 Answer: grocery store Answer: train station Answer: shark
GT Answer: ['1804', GT Answer: ['1885', GT Answer: ['grocery’, GT Answer: ['train station', GT Answer: ['shark’,
'1804', '1804', '1804', '1885', '30’s', '"1845', '1915'] 'grocery', 'supermarket’, 'train station’, 'train station', 'shark’, 'shark’, 'wave’,
'1800s'] 'store’, 'grocery store'] 'station’, 'station’] 'shark’]
Acc.: 1.0 Acc.: 1.0 '___Acc.:_O._6 soa o Acc.: 1.0 Acc.: 1.0
(a) This is because: (b) This is because: I (c) This is because: ' (d) This is because: (e) This is because:
first steam-powered first motorcycle was : grocery store is most : train station is only place  sharks are dangerous
locomotive was invented invented in 1885 i common place get food 1  where train stops animals

I

in 1804. e e e e e e e e e m = =



Key Takeaways

- The first study of using GPT-3 for multimodal tasks

- With 16 in-context examples, GPT-3 surpasses the supervised SOTA
by an absolute +8.6 points on the challenging OK-VQA dataset

32 degrees . <EOS>
4 4 : 4
Frozen GPT-3

A
Input prompt to GPT-3
Context: A large sandwich on a | Context: A plate of food is gg:::i):x tg‘ llao?zvpilti Zz)ems;andlng =
Please answer the question + plate with pickles. served containing toast, soup, + BUErallas a5 1 Snous
according to the above context. Q: What is the largest us *=**=** | and a pickle. Q: What is the warmeét ouioor
restaurant chain that sells this Q: What is the green vegetable te}nperature at which this kind of
item? A: subway on this plate called? A: pickle

weather can happen? A:
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Limitations of Using GPT-3 for Visual Reasoning

- Converting images into captions could lose important visual info.
- We test PICa on VQAV2, with questions on detailed visual contents

- Human performance:
- 40.8% with question only
- 57.5% with question and captions
- 83.3% with question and images

Method Image Repr. Few-shot || Acc.
Oscar (L1 et al. 2020)  Feature Emb. X 73.8
Frozen Feature Emb. v 38.2
PICa-Base Caption v 53.2
PICa-Base Caption+Tags v 54.3
PICa-Full Caption v 55.9
PICa-Full Caption+Tags v 56.1
PICa-Fulll GT-Caption-5 v/ 59.7




Limitations of Using GPT-3 for Visual Reasoning

- Success: knowledge, related descriptions, and reasonable guesses
- Failures: missing detailed visual information
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(a) What kind of sign is (b) Why is the cow laying

|
|
|
|
|
|
|
|
|
|
|
|
: (c) What color is the fridge? I(d) What color are the walls? ] (e) What color is the man's ! (f) How many giraffes are
|

above the doorway? down? | Iy jacket? : there?
Context: A computer monitor1 Context: A group of cows in | Context: A silver refrigerator |Context: A bedroom witha |° Context: A man flying I Context: A herd of giraffe
sitting on top of a desk. a barn with one standing and 1 freezer sitting inside of a idesk, chair, computer and Il through the air while riding a ; standing next to a wooden
one laying down. I kitchen. Ipictures on the wall. I} snowboard. | fence.
Answer: exit. Answer: tired I Answer: silver IAnswer: white I Answer: black | Answer: 3
GT Answer: [exit' 'exit, ‘exit’, GT Answer: [tired', 'tired", '4', I GT Answer: ['gray or silver’, IGT Answer: ['white', 'off white', ‘off ¥ GT Answer: [red', 'red', 'red’, I GT Answer: [6,'s','8",'6', ‘8", '6",
‘exit’, 'exit’, 'exit', 'neon’, ‘exit’, 'exit’, ‘resting', 'tired', 'tired’, 'resting’, 'tired’, ‘brushed steel', 'silver’, 'steel gray’, white', 'white’, ‘white’, 'beige’, 'white', I ‘orange’, 'red’, 'red', 'red’, 'red’, 'red’, 16%7,’8\'T}
‘exit'] "it's tired", "tired’] | ‘stainless', ‘gray’, 'silver’, 'stainless steel I'white’, ‘white', 'white'] 1 'red’] 1
I (gray)', ‘gray’, 'silver’) 'I 1
Acc.: 1.0 Acc.:1.0 I Acc.: 1.0 IAcc.: 1.0 1] Acc.: 0.0 1 Acc.: 0.0
_____________ L N | N e e e e e




Future Direction

- Looking back, Microsoft has been an important player in the vision-
language pre-training (VLP) space

- Looking forward, when can we have the GPT-3 moment for VLP?

VILBERT  LXMERT VLP Pixel-BERT VILLA VinVL CLIP Multimodal
facebookGr DTUNC B Microsoft B Microsoft () BE Microsoft @ B Microsoft &) OpenAI GPT-37?

crey

Aug. 6th, 2019 Aug. 20th, 2019 | Sep. 24th, 2019

Apr. 2nd, 2020 Jun. 11st, 2020 Jan. 2nd, 2021 Feb. 26th, 2021

Aug. 9th, 2019 Aug. 22th, 2019 Sep. 25th, 2019 Apr. 13th, 2020 Sep. 25th, 2019 Feb. 11st, 2021 Aug. 24th, 2021

VisualBERT VL-BERT UNITER OSCAR VIVO ALIGN SimVLM
Ai2 M B Microsoft B Microsoft & Microsoft | Microsoft Go g|€ Go g|€



Future Direction

- Multimodal GPT-3:;

Instead of converting images into captions, learn a vision encoder to align with the language
embedding space in GPT-3

on the water running happily  on a dirt road  </s>
o t t t vt LI
f o S:?Z%“:}?;:"&?:LS * Frozen Transformer Encoder — Transformer Decoder
Vo] L] | T R R N N N N N N N N N DT T N N N
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] (1) (1) (3 <s> running happily  on a dirt road
v T 1T 1T 1T T 1T TT7T T T 7 1T7T
¢ Vision || J¢ Language Model % Frozen | |
Encoder Text Embedder Conv Stage Token Embedding
T T T T T T T T Two | [brown ;:d white | |[dogs
ke b oo e |
A b‘h r‘ positional embedding
 — B 4 ‘\1
A small red boat ——— A— patch/text embedding

[1] Tsimpoukelli, Maria, et al. "Multimodal Few-Shot Learning with Frozen Language Models*, 2021.
[2] Wang, Zirui, et al. “SimVLM: Simple Visual Language Model Pretraining with Weak Supervision”, 2021.
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