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BERT is Dominating NLU

Wang et al., “GLUE: A Multi-Task Benchmark and Analysis Platform for Natural Language Understanding”, EMNLP 2018

Rajpurkar et al., “Know What You Don’t Know: Unanswerable Questions for SQuAD”, ACL 2018

Zellers et al., “HellaSwag: Can a Machine Really Finish Your Sentence?”, ACL 2019



What about Text Generation?

• Machine Translation
• Bing Microsoft Translator, Google Translate

• Automatic Text Summarization

• Image Captioning / Alt Text



SOTA: Sequence-to-Sequence (Seq2Seq)

• Predict one word at a time, from left to right

• Conditional Language Model

Sutskever et al., “Sequence to Sequence Learning with Neural Networks”, NeurIPS 2014



Why is Seq2Seq Insufficient?

• Left-to-right only: context on the right is not utilized

• BERT is bidirectional and encodes rich contextual information 
from large-scale corpus

• Can we apply BERT to Text Generation?



BERT: Masked Language Modeling (MLM) 

• Predict 15% of masked tokens at the same time

• Why not apply BERT to text generation directly?
• Can’t go conditional or sequential during inference 

Devlin et al., “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”, NAACL 2019



Our Proposal: Conditional MLM (C-MLM)

• We propose an MLM variant for Seq2Seq generation

• Now it’s conditional, but how to make it sequential for text 
generation?



Solution: Seq2Seq Enhanced by C-MLM



Looking into the Future (Right Context)

Left + Right context



Dark Knowledge (Soft Label) 

Soft Label

(Dark Knowledge)

Hinton et al., “Distilling the Knowledge in a Neural Network”, 2015



Experiments

• Text Generation Tasks
• Machine Translation (MT)

• Small (IWSLT, <200k): English to Vietnamese (En-Vi), German to English (De-En)

• Medium (WMT, ~4.5M ): English to German (En-De)

• Abstractive Summarization
• Gigaword summarization (3.8M): Generate headlines for news articles

• Evaluation Metrics
• BLEU: geometric mean of N-gram precision (N=1, 2, 3, 4)
• ROUGE: F-1 scores of N-gram matching (with longest common 

subsequence)

Rush et al., “A Neural Attention Model for Abstractive Sentence Summarization”, EMNLP 2015

Papineni et al., “BLEU: A Method for Automatic Evaluation of Machine Translation”, ACL 2002

Lin, “ROUGE: A Package for Automatic Evaluation of Summaries”, 2004



Results on MT Task

• Our approach is model-agnostic
• Generalizable to different Seq2Seq models (e.g., RNN, Transformer)

• Our approach can scale to larger datasets

Vaswani et al., “Attention Is All You Need”, NeurIPS 2017



Results on Summarization Task

• Our approach is generalizable to different text generation tasks

• Our generic approach is comparable to task-specific SOTA 
customized for summarization 



State-of-the-art on Two MT Tasks

*SOTA at the time of submission

Clark et al., “Semi-Supervised Sequence Modeling with Cross-View Training”, EMNLP 2018

Wu et al., “Pay Less Attention with Lightweight and Dynamic Convolutions”, ICLR 2019



Ablation Study

• Bidirectional nature?
• BERTl2r: train teacher with left-to-right LM objective

• Extra parameter?
• BERTsm: train smaller teacher (6-layer BERT)

• BERT pre-training is still essential



Why Distillation?

• C-MLM takes both left and right context
• Look-ahead generation / plan for future (implicit)



Why Distillation?

• C-MLM takes both left and right context

• Soft distribution has more information
• “Dark knowledge” contains useful learning signal



Why Distillation?

• C-MLM takes both left and right context

• Soft distribution has more information

• No-explicit parameter sharing / feature extraction
• Model agnostic

• Same inference speed / model size



Why Distillation?

• C-MLM takes both left and right context

• Soft distribution has more information

• No-explicit parameter sharing / feature extraction

• NOT model compression
• C-MLM / BERT cannot generate, but can provide better training target



Analysis
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• Our approach achieves higher performance gain on longer 
sequences 



Examples (MT)



Summary

• Use Knowledge Distillation to pass on bidirectional contextual 
information from pre-trained C-MLM (Teacher) to Seq2Seq 
model (Student) for text generation

• Bidirectional: C-MLM takes both left and right context 

• Model-agnostic: No-explicit sharing / feature extraction

• Generalizable to different text generation tasks

• State-of-the-art on two machine translation tasks

Code: https://github.com/ChenRocks/Distill-BERT-Textgen

https://github.com/ChenRocks/Distill-BERT-Textgen


Thank You!


